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ABSTRACT. Transparent boundary conditions (TBCs) for general Schrédinger—
type equations on a bounded domain can be derived explicitly under the assumption
that the given potential V is constant on the exterior of that domain. In 1D these
boundary conditions are non—local in time (of memory type).

Existing discretizations of these TBCs have accuracy problems and render the
overall Crank—Nicolson finite difference method only conditionally stable. In this
paper a novel discrete TBC is derived directly from the discrete whole-space problem
that yields an unconditionally stable scheme. Numerical examples illustrate the
superiority of the discrete TBC over other existing consistent discretizations of the
differential TBCs.

As an application of these boundary conditions to wave propagation problems in
underwater acoustics results for the so—called standard and wide angle “parabolic”
equation (SPE, WAPE) models are presented.

Key words and phrases. Schrédinger equation, transparent boundary conditions, finite dif-
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1. INTRODUCTION

This paper is concerned with the construction and discretization of transparent
boundary conditions (TBCs) for general Schrodinger—type pseudo—differential equa-
tions in 1D of the form

it = (RO V()
1+ Q1(A - V($¢t))

—1>z/1, zelR, t>0,
(1.1)

(x,0) = ¢! (2),
where the real coefficients py, p;, ¢; are constant and the complex valued “potential”
V is assumed to be given. As a special case (¢; = 0) the Schrédinger equation of
quantum mechanics is included. In quantum mechanics the transparent boundary
conditions for the Schrodinger equation could be applied for the coupling of two
electron waveguides [26].

Equations of the form (1.1) arise from “parabolic” equation (PE) models which
have been widely used for wave propagation problems in various application areas,
e.g. seismology [8, 9], optics and plasma physics (cf. the references in [6]). In under-
water acoustics they appear as wide angle approximation to the Helmholtz equation
in cylindrical coordinates and are called wide angle parabolic equations (WAPE) [16].
There, the radial variable r plays the role of the time in (1.1), and the axial variable
z the role of the spatial variable x.

If one wants to solve numerically a whole-space evolution problem, one has to
restrict the computational domain by introducing artificial boundary conditions. If
the initial data is supported on this finite domain 2, one can construct BCs on
02 with the objective to thereby approximate the exact solution of the whole—
space problem, restricted to €2. Such BCs are called absorbing boundary conditions
(ABCs). If the approximate solution coincides on €2 with the exact solution, one
refers to these BCs as transparent boundary conditions (TBCs). The TBC for the
Schrodinger equation was independently derived by several authors from various
application fields [4, 7, 15, 17, 19, 21].

The main motivation of this paper is the numerical discretization of transparent
boundary conditions. While TBCs fully solve the problem of cutting off the z—
domain for the analytical equation, their numerical discretization is far from trivial.
There are two problems of these existing consistent discretizations of the contin-
uous TBC. First, the discretized TBC' for the Schrodinger equation destroys the
unconditional stability of the underlying Crank—Nicolson scheme [17]. Secondly,
these available discretizations suffer from reduced accuracy (in comparison to the
discretized whole—space problem) and induce numerical reflections at the boundary,
particularly when using coarse grids.

In this paper we present a new approach which overcomes both the stability
problem and reduced accuracy. We construct discrete transparent boundary con-
ditions (DTBC) for a Crank-Nicolson finite difference discretization of (1.1) such
that the overall scheme is unconditionally stable and as accurate as the discretized
whole—space problem. The resulting DTBC is a generalization of the DTBC for
the Schrodinger equation in [4]. The same strategy was used in [12] for advection
diffusion equations and in [11] for the wave equation in the frequency domain.

The paper is organized as follows: In §2 we review the TBC for the 1D Schrodinger
equation. In §3 the discrete TBCs are derived and analyzed; their application to
underwater acoustics is shown in §4. Various numerical examples in §3 illustrates
the superiority of our DTBC over existing discretizations.
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2. TRANSPARENT BOUNDARY CONDITIONS

In this Section we shall sketch the derivation of the TBC. For simplicity we will
only treat the case of the Schrédinger equation

2
ihapy = —%Aw +V(z,t)y, z€R, t>0,
P(z,0) = ¢! (z).

We make the two basic assumptions that the initial data ¢! is supported in 0 < z <
L and that the given electrostatic potential is constant outside this finite domain:
V(z,t) =0 for z <0, V(x,t) =V, for . > L.

The first step is to cut the original whole—space problem (1.1) into three subprob-
lems, the interior problem on 2, and a left and right exterior problem. They are
coupled by the assumption that v, v, are continuous across the artificial boundary.
The interior problem reads

(2.1)

h2
mm:—EA¢+V@ﬁ% O<x<L, t>0,

b(x,0) = ¢’ (2), (2.2)
1/}96(07 t) = (T—T/J)(Q t)7
Yo(L,t) = (T4 ) (L, ).

T, denote the Dirichlet—to—Neumann maps at the boundaries, and they are obtained
by solving the two exterior problems:

h2
thu = —7Av + Vv, x>L, t>0,

’U(:L‘,O) =0,
v(L,t) =®(t), t>0,  ®0) =0, (2.3)
’U(Oo’t) =0,

(T+(I))(t) = Uﬂc(Lv t)v

and analogously for T'_. Since the potential is constant in the exterior problems, we
can solve them explicitly by the Laplace method and thus obtain the two boundary
operators T+ needed in (2.2).

The Laplace transformation of v is given by

o(x,s) = /000 v(x, t)e st dt, (2.4)

where we set s = n+ 1€, £ € IR, and n > 0 is fixed, with the idea to later perform
the limit n — 0. Now the right exterior problem (2.3) is transformed to

@mﬂg(sﬂﬁ)@:o, x> L,

h h (2.5)
0(L, s) = ®(s).
Since its solutions have to decrease as x — oo, we obtain
. .V N
i(z,8) = e~ VREHTI@ LG g). (2.6)

Hence the Laplace-transformed Dirichlet—to-Neumann operator T} reads

Trd(s) = i, (L, 5) = —\/%e—i s+ z%é(s), (2.7)
2
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and T_ is calculated analogously. Here, 3/ denotes the branch of the square root
with nonnegative real part.
An inverse Laplace transformation yields the right TBC at x = L:

— 2 _ZZ —zV—Lt w Z_T
Yu(L,t) = —4/ 7€ pn / —\/m dr. (2.8)

Similarly, the left TBC at x = 0 is obtained as

. 2 _Z'g d t¢(077—)
%(0, t) = ﬂ € a /(; a— dr. (29)

These BCs are non—local in ¢t and of memory—type, thus requiring the storage of all
previous time levels at the boundary in a numerical discretization.
We remark that (2.8) is equivalent to the impedance boundary condition [19]:

hooox t (EL) _ —iVTLT
zzJ(L,t):—\/;eZZ /0 21 t\/;)e dr. (2.10)

It should be noted that the potential-free Schrodinger equation can formally be
factorized into left and right travelling waves (cp. [7]):

E B D Do e

where the term (cp. (2.9))

1 d [t o), [d
ﬁﬁ/o gy S (2.12)

can be interpreted as a fractional (%) time derivative.

The existence of a solution to the 1D Schrodinger equation with the TBCs (2.8),
(2.9) is clear from the used construction. For regular enough initial data, e.g. 1! €
H1(0, L), the whole-space solution 1 (z,t) will satisfy the TBCs at least in a weak
sense. The uniqueness of the solution is, however, not trivial. In order to prove
uniform boundedness of [|¢(.,t)||z2(,r) in t we will need the following simple lemma

i /4

which states that the kernel of the Dirichlet—to—Neumann operator e is of

dt
positive type in the sense of memory equations (see, e.g. [14]).

Lemma 1 ([4]). For any T > 0, let u € H%(O,T) with the extension u(t) = 0 for

t>T. Then
Re {ei:{ /Ooo u(t)%[/ot Z(i)sds] dt} > 0. (2.13)

A straight forward calculation with the Schrodinger equation now shows

@Iz 0.0y < 10720,y >0, (2.14)

and this implies uniqueness of the solution to the Schrodinger IBVP. (2.14) reflects
the fact that some of the initial mass or particle density n(z,t) = |[(x,t)|? leaves
the computational domain [0, L] during the evolution. In the whole-space problem,
z € R, [|¥(t)]|L2(r) is of course conserved.
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3. DISCRETE TRANSPARENT BOUNDARY CONDITIONS

In this Section we shall discuss how to discretize the TBC (2.8) in conjunction
with a Crank—Nicolson scheme. For simplicity only, we restrict ourselves to the case
of the Schrodinger equation (2.1) and review the derivation of the DTBC from [4].

With the uniform grid points z; = jAz, t, = nAt, and the approximations
Y7 ~(xj,t,) the discretized Schrodinger equation (2.1) reads:

oL
—iR(WIT — ) = AP L AR VT (g, (3.1)
with ) )
4 Ax 2Ax n+1
R=sxr =~ Vi TVt

n

where Azngb = Yy — 297 + ¢, and R is proportional to the parabolic mesh
ratio. For our analysis, one of the main advantages of this second order (in Az and
At) scheme is, that it is unconditionally stable, and an easy calculation shows that
it preserves the discrete L?norm: ||¢"||3 = Az Yien |1/1]’-L|2, which is the discrete
analogue of the mass conservation property of (2.1).

We remark that most existing discretization schemes for the Schrodinger equation
with TBCs are also based on the Crank-Nicolson finite differences ([7], [17], [20]).

We shall now compare three strategies to discretize the TBC (2.8) with its mildly
singular convolution kernel. First we review a known discretization from the lit-
erature, where the analytic TBC in the equivalent form (2.10) at L = JAx was
discretized in an ad-hoc fashion. In [17] Mayfield proposed the approximation

t iYL, n—1 ¢
" '@bx(lq by — T) € h 1 n—m n—my —iYLmAt mHdr
dTR‘J—E ) — YT eTtR™ —, (3.2
0 \/7_' A.T m:O( J J-1 ) tm \/7_' ( )

which leads to the following discretized TBC for the Schrodinger equation:

Yy =y = m%; - n;( T — T ) o, (3.3)

with

hoox e—iVTLmAt
B=—\/-—¢€'4, by = ————.
27 vm+1+ym
On the fully discrete level this BC is not perfectly transparent any more. For the
resulting scheme Mayfield obtained the following result:

Theorem 2 ([17]). The discretization scheme (3.1), (3.3) is stable, if and only if

At

arh s € | [(2j+1)—2,(2j)—2 . (3.4)
Jj€Ng

x

This shows that the chosen discretization of the TBC destroys the unconditional
stability of the underlying Crank—Nicolson scheme and one can expect a similar
behaviour for (1.1).

In the semi—discrete approach of Schmidt and Deuflhard [22] a TBC is derived
for the semi—discretized (in ¢) Schrodinger equation. This method also applies for a
nonuniform (e.g. adaptive) interior scheme and it admits a time-dependent potential
in the exterior domain (i.e., V, = V,(¢)). While being unconditionally stable (in
conjunction with an interior finite element scheme) [23], it still exhibits small residual
reflections at the artificial boundary.
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Instead of using an ad-hoc discretization of the analytic TBC like (3.2) we will
construct discrete TBCs of the fully discretized whole—space problem. Our new
strategy solves both problems of the discretized TBC at no additional computational
costs. With our DTBC the numerical solution on the computational domain 0 <
j < J exactly equals the discrete whole-space solution (on j € Z) restricted to
the computational domain 0 < j < J. Therefore, our overall scheme avoids any
numerical reflections at the boundary and inherits the unconditional stability of the
whole-space Crank—Nicolson scheme (see Theorem 4).

Consequently, when considering the discretization of TBCs, it should be a stan-
dard strategy to derive the discrete TBCs of the fully discretized problem, rather
then attempting to discretize the differential TBC. A comparison of these two strate-
gies for a 1D wave propagation problem is given in [11].

To derive the discrete TBC we will now mimick the derivation of the analytic
TBC from §2 on a discrete level. Again, we will only consider the right BC. In
analogy to the continuous problem we assume for the potential and initial data:
Vj" =V, = const, zp;? =0, 7 > J — 1, and solve the discrete right exterior problem
by using the Z—transform:

Z{Y} = (= Zw” 2 ze@, |zl >1. (3.5)
Hence, the Z-transformed finite difference scheme (3.1) for j > J reads
- ~ AtV

(z+ 1)A%;(2) = —iR[z — 1+ ik(z + 1)|¥j(2), k= ?% (3.6)

The two linearly mdependent solutions of the resulting second order difference equa-
tion take the form zp]( z) = 1/{72( ), j > J, where v, ,(2) solve

V2—2[1—§( — ')}uﬂ:o. (3.7)

For the decreasing mode (as j — oo) we have to require |v;,(2)| < 1 and obtain the
Z—transformed DTBC as

bya(z) = v (2) 0y (2). (3.8)

In a tedious calculation (3.8) can be inverse transformed explicitly:

Theorem 3 ([4]). The left (at j = 0) and right (at j = J) discrete TBCs for the
Crank—Nicolson discretization (3.1) of the 1D Schrodinger equation are

U =Y sl =l e 1—2%5” Foygnl on>1, (3.9
k=1

k=1
with
R oy ing; Pn(py) — Pa—2(py)
n __ J J in J J
@-—[1—25 7]50 [1+z§+7]5g+aje ©i ST , (3.10)
o arg 2R(0]+2) i R2+4O'j—|-0']2-
j = 2 X j = s
R —doj -0 VB +02) (B2 + [0 + 41%)
2422 ' o
0= Vi o= R DRy AR L =0

P, denotes the Legendre polynomials (P_1 = P_9 =0) and 8§} the Kronecker symbol.
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The P, only have to be evaluated at the two values p,, p;, and hence the nu-
merically stable recursion formula for the Legendre polynomials can be used. Using
asymptotic properties of the Legendre polynomials one finds ¢, ¢} = O(n_?’/ 3,
which agrees with the decay of the convolution kernel in the differential TBCs (2.8),
(2.9) (after an integration by parts).

Since the discrete whole-space solution satisfies the discrete TBCs (3.9), it is
trivial that the implicit scheme (3.1), (3.9) for the IBVP can be solved at each time
level n. To prove unique solvability and stability of the scheme, one can derive a
discrete analogue of (2.14). We then have the main result of this Section:

Theorem 4 ([4]). The solution of the discretized Schrédinger equation (3.1) with
the discrete TBCs (3.9) is uniformly bounded

J—1
["5 == Az Y " [P < w03, n>1, (3.11)

j=1

and the scheme is thus unconditionally stable.

4. APPLICATION TO UNDERWATER ACOUSTICS

In oceanography one wants to calculate the underwater acoustic pressure p(z,r)
emerging from a time-harmonic point source located in the water at (zs,0). Here,
r > 0 denotes the radial range variable and 0 < z < 2z, the depth variable. The
water surface is at z = 0, and the (horizontal) sea bottom at z = z,. We denote
the local sound speed by c(z,r), the density by p(z,7), and the attenuation by
a(z,r) > 0. n(z,r) = ¢y/c(z,r) is the refractive index, with a reference sound speed
¢y (usually the smallest sound speed in the model). Then the reference wave number
is ko = 2w f /co, where f denotes the (usually low) frequency of the emitted sound.

The pressure satisfies the Helmholtz equation

%%Q’%)—Fp% <p_1%>+k§N2p:0, r>0, (4.1)

with the complex refractive index
N(z,r) =n(z,r) +ia(z,1)/k. (4.2)
In the far field approximation (kor>>1) the (complex valued) outgoing acoustic field
V(z,1) = Vkor p(z, 1) e~ 0" (4.3)

satisfies the one—way Helmholtz equation:
Y =iko(VI—L—1)y,  7>0. (4.4)
Here, v/1 — L is a pseudo-differential operator, and L the Schridinger operator
L=—ky?p0.(p~'0.) + V(z,r) (4.5)

with the complex valued “potential” V(z,r) = 1 — N?(z,r). The evolution equation
(4.4) is much easier to solve numerically than the elliptic Helmholtz equation (4.1).
“Parabolic” approzimations of (4.4) consist in formally approximating the pseudo—
differential operator v/1 — L by rational functions of L, which yields a PDE that is
easier to discretize than the pseudo—differential equation (4.4), cf. [13, 16, 24]. The
linear approximation of v/1 — A by 1 — % gives the narrow angle or standard “para-

bolic” equation (SPE) of Tappert [24]
Yy = — % L, r > 0. (4.6)
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This Schrodinger equation is a reasonable description of waves with a propagation
direction within about 15° of the horizontal. Rational approximations of the form

L Po — P1A
1=z = f(\)=——"— 4.7
(1=~ f) = B (47)
with real py, p1, ¢, yield the wide angle “parabolic” equations (WAPE)
. Po— p1L
. = = 1), ) 4.
(0 2k0<1—q1L >z/1 r >0 (4.8)

In the sequel we will repeatedly require the condition f'(0) = pog; — p; < 0. With
the choice p, =1, p; = %, q = i [(1,1)7Padé approximant of (1 — )\)%] one obtains
the WAPE of Claerbout [8].

Here, the physical problem is posed on the unbounded z—interval (0, c0) and one
wishes to restrict the computational domain in the z—direction by introducing an
artificial boundary at the water—bottom interface (z = z;,), where the wave propaga-
tion in water has to be coupled to the wave propagation in the the bottom. At the
water surface one usually employs a Dirichlet (“pressure release”) BC: ¢(0,7) = 0.

We shall first address the well-posedness of the evolution problem for the WAPE
in the critical non—dissipative case, i.e. for a« = 0:

Uy = iko[f(L) — 1], z2>0, r>0, (4.9)

subject to the surface BC ¥(0,r) = 0, and with the rational function f given in (4.7).
For simplicity of the analysis we only consider the range-independent situation.

Theorem 5 ([5]). Assume that the refractive index n(z), the density p(z) > 0,
and p~1(2) are bounded for z > 0. Then, the WAPE has a unique solution for all
initial data in the weighted L?-space L?>(IRY; p~1dz) if and only if the pole of f(\)
at \ = q; ! is not an eigenvalue of the operator L with Dirichlet BCs at z = 0.

In applications of underwater acoustics the sound speed ¢(z) is typically larger in
the sea bottom than in the water. Therefore V(z) forms a “potential well” in the
water region 0 < z < zp, which typically gives rise to bound states of L that represent
the propagating modes of (4.4) and (4.8). All of the corresponding eigenvalues satisfy
O< A <V=1- cg/cg < 1, if ¢g = min,sgc(z). As ¢, is much smaller than 1 in
all practical simulations (f in the WAPE of Claerbout; also cf. [13]), A usually lies
in [V4,00), the continuous spectrum of L. Theorem 5 then guarantees the unique
solvability of the evolution equation (4.9) for any initial data.

Since the density is typically discontinuous at the water—bottom interface (z = z),
one requires continuity of the pressure and the normal particle velocity:

Qp(zb_) T) = QZJ(Zb—i-, ’I"), (410&)
1[)2(21)—,7“) _ 1[)2«(21)4-,7“)’ (410b)
Pw Pb

where p, = p(zp—,7) is the water density just above the bottom and p;, denotes the
constant density of the bottom.

With these matching conditions (4.10) one can easily derive an estimate for the
L?-decay of solutions to the WAPE, z > 0. We assume p = p(z) and apply the
operator 1 — ¢, L to (4.8):

[]- - QIV + Q1ko_2p az(p_laz)] 1/}1”

= iko [po —1—=(pr—q)V +(p — Q1)k0_2982(f’_182)]¢' (4.11)
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A simple calculation gives

~ 2 _ 2
8,4/1‘ pYdz, Cp= M, (4.12)

> ¢
()| = —20, / o
0 c P1 — Poda1

for the weighted L% norm (“acoustic energy”)

(I = /0 T e )P o ) de, (4.13)

i.e. in the dissipation—free case (o« = 0) [[¢(.,7)| is conserved and for o« > 0 and
Poqr — p1 < 0 it decays.

Analogously to §2, we assume that the initial data ', which models a point
source located at (zs,0), is supported in 0 < z < 2. Also, let the bottom region be
homogenous, i.e. all physical parameters ¢, pp, and ag be constant for z > z,.

Since the SPE is a Schrédinger equation we will only consider the WAPE. In order
to derive the TBC for the WAPE we consider (4.11) in the bottom region:

(0p + q1k0_283)1/1T = z'[vb + (pl—ql)/-co_l@f]?,b, z > 2, (4.14)
with
& =1—q(1-N), wvp=kho[po—1— (pi—q)(1-N)].
The TBC at the bottom for the WAPE reads:
Y(zp,r) = —in /f—” o (2,7)

w

+ 87 Z_b /0 ez, = 7) 7T [ Jo(Br) + i (B7)] dr, (4.15)

1 (51 P1— Poq1 Ko Pr—
—— /2, po-BBh 4 ko,
" ko O 2q O q: ’
where Jy, J; denote the Bessel functions of order 0 and 1, respectively. This is a
slight generalization of the TBC derived in [21] where p, was equal to 1. Equivalently,

(4.15) can be written as

_1p_w
P

+ ﬁn_lp—w /T Y(zp,r —7T) €07t [JO(BT) —iJi (57')] dr. (4.16)
Py Jo

Y. (2, 1) =in (2p,7)

Using the asymptotic behaviour of the Bessel functions [1] one finds that the
convolution kernel in the TBC (4.16) is O(r‘3/2).

Introducing the uniform grid points z; = jAz, r, = nAr, a Crank-Nicolson
discretization of the WAPE (4.11) reads:

+1 _ _
[1 - Q1an * +ak, 2pj Dg(pj ng)]Dﬁ/’?
vy + !

2 9

1
n+3

= ko [po —1—(p— Q1)Vj + (P — Q1)ko_2pj Dg(pj_ng)] (4.17)

1
with an+2 := V(2j,7,,1) and the difference operators

3

n+1 n n —

prgn ~ 0T ey Y TV

RS Ar ’ A Az '
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Proceeding similarly to the derivation of (4.12) one can show

= —Cik; 1ZIm{ . }

Dy Z d)_
JEXL

JEXL Pj

. 2
+1 14, 1 n 1
P L DR = (418
J D1 — G 0 " Pj ( )

with C7 = 2(p, — ¢.)?/(p1 — poq.). Hence, the scheme (4.17) preserves the discrete
weighted L?-norm in the dissipation—free case (V real).
Analogously to the discretization in [25] a discretized TBC' for the WAPE reads:

/ ooy — ) €7 o (87) + i1 (87)] dr
T ~ Tm+1 | (4.].9)
~ Z w w [JO(ﬁrm_i_%) + ZJl(ﬁrm—i-%)} / + 67,67' dT,

with the damped Bessel functions j,,(z) :=¢"*J,(2), z €C. This yields the following
discretized TBC:

A " n—1 B B _
R D DI G [ (4:20)
m=0
with
i (%HAT‘)

B =ip e30AT s 2 0, = pifmAr [JO(ﬁTer%) + iJl(ﬁTm+%)]-
2

For calculating these convolution coefficients 0, in far field simulations one has to
evaluate J,(z) for large complex z which is a rather delicate problem. Due to the
exponential growth of the Bessel functions for fixed v and |z| — oo (see [1]) many
standard software routines are not able to evaluate J,(z) for large complex z. For
this reason we used a subroutine of Amos [3] to evaluate J,,(z), Im z > 0.

The discrete exterior problem in the bottom region for j > J:

[Roy + qA7] (W0 — o) = i[Riy + A?] (7 + 47), (4.21)
with ) A
2k, Az r q _
=1—q(l-N?, R= 0 = g=="——1 !
b Q1( b) P —q, Ar q 2 p—q 0
Ar
Ky = _ko [po —1—(pi— Q1)(1_Nb2)]'
The DTBC for the SPE and the WAPE then reads:
A +ig) 0§ =¢fsly =Y V5L, n>1, (4.22)
m=1

with the convolution coefficients £, := (1 +iq)Z~{v;1(2)} given by

by = [1+iq+ 2(y — io)e ]85 — LH(~1)"e™

2 2

_ —zf 2 —ip z n m (423)
C{Qn( A Qn—1(p) + we Z Qm (1 )}

E F H?
=Ré&, o=—-Rkp, A= {/=, = w=—,
vy b b G 1% +EG |E|
1—3 ,
£= gﬁ7 p=argFE, C—%\ Bz ¢'f,



E=(y+io)|[y—4q+i(c+4)], F=~(y—4q) +o(c+4),

G=(y—io)[y—4g—i(c+4)], H=~v+io+ (y—io)e ™.

In (4.23) Qn(p) := A" P, (n) denotes the damped Legendre polynomials (Qo = 1,

Q-1 = 0). In the dissipative case ap > 0 we have |[A\| > 1, u becomes complex

and | P, (u)| typically grows with n. In order to evaluate ¢, in a numerically stable

fashion it is therefore necessary to use the damped polynomials @, (x) in (4.23).
The convolution coefficients (4.23) behave asymptotically as

lp = —iH(-1)"e, n — oo, (4.24)
which may lead to subtractive cancellation in (4.22) (note that ¥ ~ 7! in a
reasonable discretization). Therefore we use the following numerically more stable

fashion of the DTBC in the implementation:
n—1
(1 +ig) -1 —Lovlf = —(L—ig) V571 + > F 8y, (4.25)
m=1

with s, := £, + €%4,_1, n > 1. The coefficients s,, are calculated as

Qul1) = XQu ()

sn = [(1+ig)e + 507 - io)] 6y, + ¢ o) (4.26)
Alternatively, they can be calculated directly with the recurrence formula
2n — 3 -3
Sy = n pN "L, — n A 25,0, n >4, (4.27)
n

once 1, So2, s3 are computed from (4.26). Using asymptotic properties of the Le-
gendre polynomials one finds s, = O(n_?’/ 2), n — oo which agrees with the decay
of the convolution kernel in the differential TBC (4.15).

Another problem is the discrete treatment of the (typical) density jump at the sea
bottom z = 2, which has to be incorporated into the DTBC (4.22). It is standard
practice [2, 18] to use the usual grid z;, j € INy and locate the discontinuity of p at
the grid point z; using p; = 2 pppw/(py + pw). Here, as an alternative approach, we
use an offset grid, i.e. Z; = (j+ ) Az, 1/;? ~(Zj,m), 7 = —1(1)J, where the water—
bottom interface with the density jump lies between the grid points j = J — 1 and
J. For discretizing the matching conditions in this case one wants to find suitable
approximations for ¢ and p at the interface z,, ¥ ~ v(zp) and perr = p(2), such
that both sides of the discretized second matching condition (4.10b)

R S B by — 4
— vy = — & are equal to L A .
pw Az/2 o Az/2 Peff Az

(4.28)

This approach results in an effective density pers = (pw=+pp)/2 (based on a different
derivation this was also used in [10]). In numerical tests we found that the offset
grid with the above choice of p.s; produces slightly better results that have less
Gibbs’ oscillations at the discontinuity of 1, at z,. At the surface we use instead of
i = 0 the offset BC 1[)6‘ = —1[)21.

Finally it remains to reformulate the DTBC (4.22) such that the density jump is
taken into account. We rewrite the discretization of the second depth derivative at
j=J from (4.17):

(822 [py Doy DY) | = A%+ (1= B (= ). (429
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Comparing the r.h.s. of (4.29) to (4.21) we observe that only one additional term
appears, and instead of (3.6) we get

O(z—1)—irp(z+1) ] = Py

¢J+1(z)— 1—iR 2+ 1+ig(z —1) Yy(z) = pess

(5(2) —1y_1(2)). (4.30)

Using ”(ZJ_H(Z) =1,(2) TZJ(Z), where v,(z) denotes the solution of (3.7), and consid-
ering the fact that v;(z) + v, (2) is equal to the term in the squared brackets in
(4.30) we obtain the Z-transformed DTBC:

A

0y(2) =1 (2) = LLLG 2y = LLL o1y (2), (4.31)
Pb Pb

Hence, the DTBC including the density jump reads

. Pb = . Pb "
(1 +iq) Y+ [(L+ig)(1 - — Lo |7
2 (000 -2
n—1
. Pb  Tn—1 . Pb N\ Tn—1 Tm
= _(1 - Zq) '¢ -1 (1 - Zq) 1—— ¢ + QpJ Sn—m> (4-32)
ooy i (=5 )vs mZ::l

with the convolution coefficients s, given by (4.26).

5. NUMERICAL EXAMPLES

In the three examples of this Section we shall compare the numerical results from
using our new discrete TBC to the solution using other discretization strategies of
the TBC for the Schrédinger equation, the SPE and the WAPE.

Example 1. This example shows a simulation of a right travelling Gaussian beam
[!(z) = exp(il00x — 30(x — 0.5)%)] at two consecutive times evolving under the
free Schrodinger equation (h = 1) with the rather coarse discretization Ax = 1/160,
At = 2-1075. Discretizing the analytic TBCs via (3.2) (scheme of Mayfield [17]) or
as in Baskakov & Popov [7] induces strong numerical reflections. Our discrete TBCs
(3.9), however, yield the smooth numerical solution to the whole—space problem,
restricted to the computational interval [0, 1] (up to round-off errors).

Example 1 : t=0.006
1 T T T

— new discrete TBC
discretized TBC [17]
0.8 |~ — discretized TBC [7]
0.6
0.4r
0.2+
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Example 1: t=0.01

0.16F |~ hew discrete TBC
discretized TBC [17]
— — discretized TBC [7]

0.08 B

0.04 N

0 ey = 77 I L L \\\\;4//

L
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
X

FIGURE 1. Solution |¢(z,t)| at time ¢t = 0.006, ¢ = 0.1: the solu-
tion with the new discrete TBCs (—) coincides with the whole-space
solution, while the solution with the discretized analytic TBCs (3.2)
from [17] (--+) or from [7] (---) introduces strong numerical reflec-
tions.

Example 2. In the following two examples we used the Gaussian beam from [16] as
initial data. Below we present the transmission loss —10log; | p|2, where the acoustic
pressure p is calculated from (4.3). Example 2 is a well-known benchmark problem
from the literature [16, 21, 25]. In this example the ocean region (0 < z < 240m)
with the uniform density p, = 1.0gecm ™ is modeled by the SPE (4.6). It contains
no attenuation and a large density jump (p, = 2.1gem™3) at the water-bottom
interface. Hence, this problem provides a test of the treatment of the density jump
in the TBCs applied along 2, = 240 m.

The source of f = 100 Hz is located at a water depth z; = 30 m and the receiver
depth is at z, = 90m. The sound speed profile in water is given by ¢(z) = 1498 +
|120 — z| /60ms™1, and the sound speed in the bottom is ¢, = 1505 ms~!. For our
calculations up to a maximum range of 20km we used a reference sound speed
¢, = 1500 ms~! and a computational grid with depth step Az = 2m and range step
Ar = 5m (the same step sizes were used in [25]).

In Figure 2 the solid line is the solution with our new discrete TBC (4.32) and
the dotted line is obtained with the discretized TBC (analogously to (3.3)). The
discretized TBC clearly introduces a systematic phase—shift error, which is roughly
proportional to Az. The discretized TBC also produces artificial oscillations (cf.
the zoomed region), while our new DTBC yields the smooth solution with the same
numerical effort.

Figure 3 shows the poor agreement of the solution using the discretized TBC with
the computed half-space solution, which coincides with the solution using our new
DTBC.

12



Transmission Loss -10*log_10 |p|*2

30

40

50

60

70

80

90

100

Example 2

T

0 2 4 6 8 10 12 14 16 18

Range r [km]
FIGURE 2. Transmission loss at z, = 90m for Example 2: the
solution with the new discrete TBC (—) coincides with the half-
space solution, while the solution with the discretized TBC (---)
introduces a phase—shift and artificial oscillations.
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Example 2
T
— new discrete TBC
— — discretized TBC
/
/
0.03+ ,
/
/
/ -~ ~ /,
Z Q /
// \ ,/
= / \
go.02r / \\
\!
N\ A
A\ /
\ /
- ~ /
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0.01f \_ -
O | | |
0 60 120
depth [m]
FIGURE 3.
[(z,7 = 19km)|

180 240
Vertical cut of the solution at » = 19 km for Example 2:
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Example 3. This example appeared as the NORDA test case 3B in the PE Work-
shop I [16, 21, 25]. The environment for this example consists of an isovelocity water
column (c(z) = 1500ms~!) over an isovelocity half-space bottom (¢, = 1590 ms™1).
The density changes at z, = 100m from p, = 1.0gecm™> in the water to p, =
1.2 gem ™3 in the bottom. The source and the receiver are located at the same depth
near the bottom: z; = z, = 99.5m. The source frequency is f = 250Hz. The
attenuation in the water is zero, and the bottom attenuation is o, = 0.5dB /A,
where \y, = ¢,/ f denotes the wavelength of sound in the bottom. Here, the steep-
est angle of propagation (which is the equivalent ray—angle of the highest of the 11
propagating modes) is approximately 20° (cf. [25]). Since the source is located near
the bottom, the higher modes are significantly excited. Therefore the wide angle
capability is important here and we use the WAPE (4.8) (with the coefficients of
Claerbout) to solve this benchmark problem.

The maximum range of interest is 10km and the reference sound speed is chosen
as ¢, = 1500ms™'. The calculations were carried out using Az = 0.25m and
Ar = 2.5m. Since the source is placed close to the bottom, the TBC was applied
10m below the ocean—bottom interface (the same was done in [25]).

Example 3

60
N
<
o
o 70f
—
o
o
X
o
T
n 80r
[%2]
o]
-
c
2
(9]
0
§ 90
©
|_

— new discrete TBC
1001 discretized TBC ]
| | | |
5 6 7 8 9 10

Range r [km]

FIGURE 4. Transmission loss at z, = 99.5m for Example 3: the
solution with the new discrete TBC coincides with the half-space
solution, while the solution with the discretized TBC still deviates
significantly from it for the chosen discretization.

The typical feature of this problem is the large destructive interference null at a
range of 7km. Figure 4 displays the transmission loss results from 5 to 10 km.
15



Example 3
0.16

— new discrete TBC
discretized TBC

0.12

0.04

0 | | N L

0 20 40 60 80 100
depth [m]
FIGURE 5. Vertical cut of the solution at » = 7km for Example 3:
9z = Tam)

Figure 5 shows the deviation of the solution with the discretized TBC compared
to the computed half-space solution, which coincides with the solution using our
new discrete TBC.

6. CONCLUSIONS

We have derived a new discretization (discrete TBC') of the TBC for general
Schrédinger—type equations. It is of discrete convolution form involving the bound-
ary data from the whole past “history”. The convolution coefficients s,, are cal-
culated via a simple three-term recurrence relation and they decay like O(n=3/2).
Since our new DTBC has the same convolution structure as existing discretizations,
it requires the same computational effort but improves two shortcomings: DTBCs
are more accurate (in fact, as accurate as the discrete whole—space problem) and
they yield an unconditionally stable scheme.

We point out that the superiority of DTBCs over other discretizations of TBCs
is not restricted to (1.1) or to our particular interior discretization scheme (see e.g.
[4, 11, 12]). Their applicability to other models only depends on the possibility
to derive them explicitly; in our case the crucial point was to find the inverse Z—
transformation of (3.8) explicitly. As a general philosophy, DTBCs should be used
(if derivable) whenever highly accurate solutions are important.
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